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Abstract. A generalized actuator disk (GAD) wind turbine parameterization designed for large-

eddy simulation (LES) applications was implemented into the Weather Research and Forecasting 

(WRF) model. WRF-LES with the GAD model enables numerical investigation of the effects of 

an operating wind turbine on and interactions with a broad range of atmospheric boundary layer 

phenomena. Numerical simulations using WRF-LES with the GAD model were compared with 

measurements obtained from the Turbine Wake and Inflow Characterization Study (TWICS-

2011), the goal of which was to measure both the inflow to and wake from a 2.3-MW wind 

turbine. Data from a meteorological tower and two light-detection and ranging (lidar) systems, 

one vertically profiling and another operated over a variety of scanning modes, were utilized to 

obtain forcing for the simulations, and to evaluate characteristics of the simulated wakes. 

Simulations produced wakes with physically consistent rotation and velocity deficits. Two 

surface heat flux values of 20 W m-2 and 100 W m-2 were used to examine the sensitivity of the 

simulated wakes to convective instability. Simulations using the smaller heat flux values showed 

good agreement with wake deficits observed during TWICS-2011, whereas those using the 

larger value showed enhanced spreading and more-rapid attenuation. This study demonstrates the 

utility of actuator models implemented within atmospheric LES to address a range of 

atmospheric science and engineering applications. Validated implementation of the GAD in a 

numerical weather prediction code such as WRF will enable a wide range of studies related to 

the interaction of wind turbines with the atmosphere and surface. 
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I. INTRODUCTION 

Wind turbines operate within the atmospheric boundary layer (ABL), the turbulent layer of the 

atmosphere adjacent to the surface. Turbulence is of particular importance to wind energy, 

having been identified as a key modulator of both power production1,2,3 and fatigue loading,4,5,6,7 

which impacts the reliability, maintenance, and life spans of various turbine components.7 

Although turbulence is a characteristic feature of the ABL, variations in turbulence structure and 

dynamics are notoriously difficult to predict. Mesoscale weather prediction models utilize grids 

that are too coarse to resolve the turbulence directly; instead, the effects of unresolved turbulence 

on mean quantities are parameterized in a subgrid-scale planetary boundary layer 

parameterization. Such parameterizations can represent basic processes using bulk properties of 

ABLs, but do not provide detailed information about the subgrid-scale turbulence processes that 

can impact wind turbines in important ways.  

Computational fluid dynamic models, which do employ sufficient grid spacing to resolve the 

large and energetically important scales of turbulence directly, generally do not contain models 

for important atmospheric physical processes that modulate turbulence dynamics.8 These include 

the transfer of solar and terrestrial radiation between the surface and the atmosphere, formation 

and evolution of cloud and microphysical properties, and surface interactions, including the 

exchange of radiation as well as sensible and latent heat. The limitations of computational fluid 

dynamic models can be overcome through coupling with numerical weather prediction models 

such as WRF.9 However, coupling introduces new complexity via differences in numerical 

solution methods, grid structures, and subgrid parameterizations.  
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The structure and dynamics of the ABL can vary considerably over the diurnal cycle and under 

varying meteorological conditions. Although convective cells or rolls are often observed during 

unstable conditions, stable conditions frequently feature strong shear and intermittent turbulence 

associated with Kelvin-Helmholtz waves.10,11,12 Given the considerable impacts of atmospheric 

turbulence on wind turbine performance and fatigue loading,13 a capability to realistically 

simulate turbulence over the diurnal cycle and under varying meteorology stands as a critical 

need for a variety of wind energy research applications. 

Wind turbines, in turn, generate wakes, disturbances to the flow characterized by velocity 

deficits and increased turbulence levels.14,15 A recent experimental study16,17 and several 

numerical simulations18,19 have demonstrated that wind turbine wakes can persist for significant 

distances downstream. Power losses of up to 40% have been observed in downstream turbines in 

large arrays as a result of wakes from upstream turbines.2 In addition to power losses, elevated 

turbulence levels occurring in wakes have been implicated in accelerated fatigue of turbine 

components, specifically gearboxes, increasing maintenance frequency and shortening 

operational life spans.7,18 Increases of turbulence intensities of up to 50% beyond their 

background values have been measured at distances of 10 rotor diameters downstream of large 

turbines.20  In addition, it has been suggested that persistent velocity deficits and increased 

turbulence levels in aggregated wakes emanating from large wind projects may influence not 

only the performance of neighboring wind projects,21 but also affect surface exchange process, 

potentially impacting crop growth and other ecosystem dynamics.22,23  

Turbine wakes interact with ABL turbulence in a manner that is varied and often poorly 

understood, complicating characterization and methods for assessment, prediction, or mitigation. 

A lack of appropriate data sets that include both inflow and wake parameters hinders 



5	  
	  

construction of a detailed conceptual understanding. Likewise, contemporary computational 

frameworks are still working toward capturing realistic turbine/atmosphere interactions, 

especially during changing weather conditions. Although Churchfield et al.24 have simulated 

wind turbine arrays using the OpenFOAM solver, and Lee et al.25 and Fleming et al.26 have 

coupled aerodynamics and structural response models and wind plant control modules—each 

important steps toward an integrated approach to wind turbine modeling—these frameworks still 

require realistic atmospheric inflow for real-world applications.  

To address the need for a computational framework capable of capturing atmosphere/turbine 

interactions in a realistic ABL environment, a generalized actuator disk (GAD) model 

appropriate for large-eddy simulation (LES) applications was implemented within the Weather 

Research and Forecasting (WRF) model. WRF is a fully compressible non-hydrostatic 

atmospheric model27 that, although used primarily for mesoscale applications, also supports an 

LES option that has been validated in a range of atmospheric conditions.28,29,30,31,32,33  

Although WRF currently features a mesoscale wind farm wake parameterization, that model is 

designed for mesoscale applications, for which turbine effects are aggregated within the footprint 

of grid cells with horizontal dimensions larger than the turbine rotor disk.34 The effects of 

turbines are parameterized as elevated drag, which reduces mean wind speed, and enhanced 

subgrid turbulence kinetic energy (TKE), which modulates ABL dynamics and mixing processes 

via enhanced diffusion. Crucially, this parameterization is designed for large-scale simulations of 

wind farm impacts, and, although capable of quantifying wind farm impacts in a range of 

stability conditions, is not designed to work at fine enough scales to include interactions with 

resolved-scale turbulence.35 Resolution of such interactions is critical to forming a clearer 
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understanding of how turbines respond to and interact with ABL turbulence, structure, and 

dynamics, and how the modified ABL evolves downstream.   

The LES technique explicitly resolves the largest scales of three-dimensional atmospheric 

turbulence, those responsible for most of the turbulent transport and turbulence kinetic energy 

production. Smaller scales of motion, which function primarily to dissipate energy from the 

resolved scales, are modeled in a subgrid (or subfilter) scale stress model.36,37,38 LES can 

therefore capture both key turbulence phenomena within the ABL and their interactions with 

wind turbines via incorporation of a GAD.  

The fidelity of simulated turbulence/turbine interactions is governed by the resolution of the 

LES, the effectiveness and accuracy of the subgrid turbulence parameterization, and the specifics 

of the wind turbine model. For LES of the ABL, the forces applied to the flow by the presence of 

wind turbines can be approximated to a high degree using a GAD.39,40 The GAD represents the 

turbine as a two-dimensional disk containing the rotating turbine, with forces on both the disk 

and the atmosphere computed by combining analysis of momentum balance in rotating, annular 

rings intersecting the disk, with lift and drag forces computed along isolated, two-dimensional 

blade elements, using two-dimensional aerodynamic theory. The GAD requires sufficient mesh 

resolution that several computational grid points in each direction are contained within the 

turbine’s rotor swept area. 

The GAD model implemented into WRF follows the generalization of the Blade Element 

Momentum theory of Glauert41 by Madsen42, Sørensen et al.43, Sørensen and Mikkelsen,44 and 

Mikkelsen.39 The GAD computes both drag and rotation forces.  Although the drag force is 

primarily responsible for the reduction in flow speed in the wake, rotation has important impacts 
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on kinetic energy transport.45 Further details about implementation of the GAD into WRF can be 

found in the appendix. 

Motivations for implementing a GAD model within the WRF framework include WRF’s full 

suite of physical process models, which can provide realistic forcing for the ABL, and a grid 

nesting capability, whereby portions of a model domain can be simulated at a higher resolution, 

with lateral boundary conditions for the nested domain(s) provided by the outer domain(s). Such 

an approach permits a fine-scale LES domain with one or several GAD model(s) to be nested 

within a coarser, bounding LES, a procedure that can straightforwardly and efficiently provide 

turbulent inflow (and outflow) conditions for the nested domain. Furthermore, the nesting 

approach can be extended to provide the LES domain(s) with mesoscale inflow, potentially 

providing the LES with realistic, time-varying lateral boundary conditions, containing both 

mesoscale features and resolved-scale ABL turbulence. A growing community of WRF 

developers is constructing algorithms and guidelines to support such downscaling efforts.30,46,47 

WRF supports two options for nesting, both one-way, for which the bounding domain receives 

no information from a domain nested within it, and two-way nesting, for which the nested 

domain solution influences the bounding domain. The flexibility of the WRF framework, 

combined with a GAD parameterization, can potentially support a wide range of applications 

involving airflow/turbine interactions in both idealized and real-world setups.   

II. MEASUREMENTS AND CASE STUDY 

A. Observational campaign 

WRF-LES with the GAD is used to simulate one case study from the Turbine Wake and Inflow 

Characterization Study (TWICS-2011)16,17. TWICS-2011 measured the inflow to and wake from 
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a 2.3-MW wind turbine with a hub height of 𝑧! = 80 m and a rotor diameter of 𝐷 = 101 m, 

located at the National Renewable Energy Laboratory’s National Wind Technology Center 

(NWTC) near Boulder, Colorado, during the spring of 2011. This study used measurements from 

three instrument platforms, including an 80-m meteorological tower (M2) and two lidar systems, 

a commercially available vertically-profiling Windcube lidar (WC),48,49 and the research-grade 

High Resolution Doppler Lidar (HRDL),50 designed and developed at the National Oceanic and 

Atmospheric Administration’s Earth System Research Laboratory.  

The NWTC frequently experiences downslope flows from the Rocky Mountains, which are often 

channeled through Eldorado Canyon, providing a consistent wind direction at the site.51 Such 

channeling enables instrumentation to be positioned such that it is often upstream of the test 

turbines, providing measurement of inflow conditions. 	  

M2 and WC observations were used to specify the forcing conditions used for the simulations, 

whereas HRDL scans of the flow field surrounding the turbine were used to evaluate wake 

characteristics. M2 was located approximately 1.1 km to the west-northwest of the turbine and 

provided 10-min average temperature, 𝑇, at heights of 2 m, 50 m, and 80 m, and horizontal wind 

speed, 𝑈, and direction, 𝜆, at heights of 2 m, 5 m, 10 m, 20 m, 50 m, and 80 m above the 

surface.52 WC was located approximately 310 m to the west-northwest of the turbine, and 

provided 10-min average 𝑈 and 𝜆 at heights of 40 m, 50 m, 60 m, 80 m, 100 m, 120 m, 140 m, 

160 m, 180 m, and 200 m above the surface. Data from the WC, by virtue of it being closer to 

the turbine, were used to specify the wind forcing, whereas M2 data were used to estimate 

stability. Positioned 880 m at a bearing of approximately 310° from the turbine, HRDL could 

best resolve winds blowing directly out of Eldorado Canyon. Aitken et al.17 include a map 

showing instrument layout at the site. 
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B. Case Study Description 

To facilitate evaluation of the GAD, the dataset was queried for periods featuring nearly steady 

values of the wind speed, inflow direction, in near alignment with the HRDL, and conditions 

sustained for sufficient durations such that representative averages of fluctuating flow and wake 

characteristics could be obtained. The period best matching these criteria occurred on April 22 

between approximately 13:00 and 17:00 MST. Figure 1 shows observed 𝑈 (top), 𝜆 (upper 

middle), 𝑇 (lower middle), and gradient Richardson number, 𝑅𝑖 (bottom) values using data at 50 

and 2 m, from this period. The period features nearly steady 𝑈, and 𝜆 values, with only gradual 

changes of 𝑇 and 𝑅𝑖. Figure 1a shows negative shear values at the location of M2 but not at WC. 

This difference likely results from local terrain effects influencing the flow near M2. 

The data depicted in Figure 1 are consistent with weak to moderately convective conditions, as 

indicated by the time series of 𝑇 and 𝑅𝑖, as well as the ranges of 𝑈 and 𝜆 values with height at 

different times. Decreasing 𝑇 and 𝑅𝑖 values indicate gradual weakening of convection with the 

reduction of insolation. Although trends are evident for 𝑇 and 𝑅𝑖, the absence of corresponding 

trends in 𝑈 and 𝜆 suggests relatively constant large-scale forcing, with the major source of 

variability being intermittent cloud cover, leading to changes in insolation, hence variations in 

the magnitudes of the surface sensible heat flux, 𝐻!. Although 𝐻! was not measured at the 

NWTC during TWICS-2011, due to its proximity to the complex and highly heterogeneous 

upstream conditions, and the relatively high sustained wind speeds observed during the period, it 

is unlikely that local heat flux values would have significantly altered turbulence and ABL 

structure. Given these uncertainties, values of 20 and 100 W m-2 are specified for the simulations 

to represent the weakly and moderately convective conditions suggested by the measured data.  
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Figure 1. Ten-min average values of 𝑈 (top), 𝜆 (upper middle), 𝑇 (lower middle) and 𝑅𝑖 

(bottom), using data at 50 and 2 m, measured between 13:00 and 17:10 MST on April 22, 2011, 

at various heights from an instrumented tower (M2) and a vertically-profiling lidar (WC) upwind 

of the turbine. The horizontal dashed lines indicate mean values. 
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III. SIMULATION SETUP 

The simulation framework utilized idealized LES consisting of two domains, with a fine-scale 

LES nested one-way within a coarser bounding LES. The coarser LES utilized periodic lateral 

boundary conditions and was run for several hours to develop turbulent flow consistent with the 

specified geostrophic wind and surface forcing. The coarse LES solution provided turbulent 

boundary conditions to the finer nested domain, within which the GAD was located and all 

analysis was performed. Table 1 provides a list of domain dimensions and parameter values.  

TABLE I. Physical and computational dimensions of simulation domains, in which nx, ny, and nz 

represent the number of grid points in the x, y, and z directions; ∆𝑥 and ∆𝑧 represent the 

horizontal and vertical grid spacings; and 𝐿!, 𝐿!, and 𝐿! represent the domain dimensions. ∆𝑧 is 

an approximate value for 𝑧 < 200 m, above which it is stretched, as described in the text. The 

nested domain’s lower left corner begins at 𝑖, 𝑗 = 65,32  in the outer domain, where 𝑖 and  𝑗 

indicate grid cell indices in the 𝑥 and 𝑦 directions, respectively.  

	   nx ny nz ∆𝒙	  [m]	   ∆𝒛[m]	   𝑳𝒙	  [m]	   𝑳𝒚	  [m]	   𝑳𝒛	  [m]	  

Outer Domain         268 138 
64 

30 
10 

8010 4110 
1700 

Nested Domain 415 214 10 4140 2130 

The simulations use mesh resolutions of ∆𝑥 = ∆𝑦 = 30 m and 10 m on the outer and nested 

domains, respectively, and ∆𝑧 ≅  10 m on both domains. WRF utilizes a pressure-based vertical 

coordinate given by 𝜂 = 𝑝 − 𝑝! 𝑝! − 𝑝! , where 𝑝! and 𝑝! are the pressure values at the 

model top and surface. Such a formulation precludes precise specification of ∆𝑧 values. Initial 

∆𝑧 values were specified using the hypsometric equation, with 𝑝! = 1×10! Pa, temperatures 
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from the standard atmosphere, and constant values of ∆𝑧 = 10 m up to a height of 200 m, above 

which ∆𝑧 was stretched by 5% per grid level, up to a height of 𝑧 ≅ 1700 m. A Rayleigh 

damping layer with a coefficient of 0.003 s-1 was applied to the upper 700 m of each domain. 

WRF imposes vertical velocity 𝑤 = 0  and stress 𝜏!" = 0  at the model top. WRF’s default fifth- 

and third-order horizontal and vertical advection schemes, respectively, were used. 

The turbine hub was located at 𝑥! ,𝑦! = [2070,1070] m within the nested domain, providing 

streamwise distances of 20D and lateral distances of 10D in each direction, plus an additional 5 

grid cells in each direction, over which the nested domain solutions is blended with that of the 

bounding domain. These distances provided substantial space for the inflow to develop smaller 

turbulence structures consistent with the finer mesh spacing on the nested domain, and also 

permitted sampling of the wakes to significant distances downstream.  

Although other subgrid stress closures are available in WRF, the commonly-used Smagorinsky 

closure53,36 was chosen for this initial validation of the GAD. The WRF model’s Smagorinsky 

closure is given by 𝜏!" = −2𝐾!𝑆!". Here,  𝐾! = (𝐶!𝑙)!𝑚𝑎𝑥 0, 𝑆!" − 𝑃!!!𝑁!  is the eddy 

viscosity coefficient for momentum, 𝐶! = 0.18 is a constant, 𝑙 = ∆𝑥∆𝑦∆𝑧 !/! is a length scale 

(isotropic), 𝑆!" =
!
!

!!!
!!!

+ !!!
!!!

 is the resolved strain-rate tensor, 𝑃!!! = 3 is the inverse of the 

turbulent Prandtl number, and 𝑁! = 𝑔 𝜃! 𝜕𝜃 𝜕𝑧  is the Brunt-Väisälä frequency, where 

𝑔 = 9.81 m s-1 is the gravitational acceleration, 𝜃 = 𝑇 𝑝! 𝑝 ! !! is the potential temperature, 

𝑅 = 287  J kg-1 K-1 is the gas constant for dry air, 𝑐! = 1004 J kg-1 K-1 is the specific heat of dry 

air at constant pressure, and 𝜃! = 290 K is a reference value. Tildes denote the low-pass filtered, 

or resolved component of the flow, with 𝑖 = 1,2,3 indicating the velocity components in the 𝑥- 
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(u), y- (v), and z- (w) directions, respectively. Scalar fluxes are given by 𝑆! = −2𝐾!
!!
!!!

, where 

𝐾! is the eddy viscosity coefficient for scalar 𝑞, given by 𝐾! = 𝑃!!!𝐾!.  

The surface boundary conditions were specified using the Monin-Obukhov similarity theory.54 

Surface stresses, 𝜏!!! , 𝑖 = 1,2, where superscript 𝑠 denotes surface values, are determined from 

𝜏!!! = −𝐶!𝑈 𝑧! 𝑢! 𝑧! . Here, 𝑈 𝑧!  and 𝑢! 𝑧!   are the resolved wind speed and horizontal 

velocity component, at their first computed heights above the surface, and 𝐶! = 𝜅![ln !!!!!
!!

−

𝜓!(
!!
!
)   ]  !! with 𝜅 = 0.4 the von Karman constant, 𝑧!  the height corresponding to  𝑈 𝑧! , and 

𝑧! = 0.1 m the roughness length. For the convective conditions simulated herein, we follow 

Arya55 and use 𝜓!
!
!
= ln !!!!

!
!!!
!

!
− 2 tan!! 𝜒 + !

!
, with 𝜒 = 1− 15 !

!

!/!
. Here, 

𝐿 =   −𝑢∗!𝜃!! 𝜅𝑔 𝑤𝜃!
!

 is the Obukhov length, where 𝜃! = 𝜃 1+ 0.61𝑞!  is the virtual 

potential temperature, with 𝑞! the water vapor mixing ratio, 𝜃!! = 290 K, 𝑢∗ = 𝜏!"! ! +

𝜏!"! ! !/!, and 𝑤𝜃!
!
= 𝐻! 𝜌𝐶! is the flux of 𝜃! at the surface. For the dry conditions 

simulated herein, 𝑞! = 0, and 𝜃! = 𝜃. Spatially and temporally uniform values of 𝐻! = 20 and 

100 W m-2 were specified to simulate weakly and moderately convective conditions. 

The computational setup was simplified by applying a counterclockwise rotation of 35°, 

orienting the mean inflow angle approximately parallel to the 𝑥-axis, and permitting the GAD to 

be placed within the 𝑦-𝑧 plane, approximately perpendicular to the inflow. A geostrophic wind, 

𝑉!, of 14.5 m s-1 oriented from 292.5° (22.5°  N of W) was specified for the LES, producing 

average values of 𝑈 at 𝑧! close to the 80-m WC value of 12.12 m s-1 averaged over the time 

period 13:00 to 17:10 MST on April 22, 2011, and 𝜆 ≅ 270°.  
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All simulations were initialized dry, and no cloud, radiation, land surface models or latent fluxes 

specified. Although intermittent cloudiness was observed during April 22, 2011, at the NWTC, 

for the idealized simulations conducted herein, the effects of radiation and its interactions with 

the cloud field and surface were captured by the two different values of 𝐻! used to force the 

simulations. The simulations were initialized with uniform profiles of 𝜃 = 300 K for 𝑧 < 500 

m, increasing by 10 K km-1 above, creating a capping inversion to prevent turbulence from 

reaching the model top, and initialized and forced with 𝑉! and 𝐻! as described above. Small 

perturbations, 𝛿 ∈ ±0.25  K, obtained from a pseudo-random uniform distribution, were added 

to the initial values of 𝜃 as a decreasing cubic function of height up to 500 m.  

Four hours of 1-min instantaneous velocity fields were generated using each of the two values of 

𝐻!. A spinup LES was run for 15 hours with 𝐻! = 20 W m-2 to allow the solution to come into 

balance with 𝑉!. The nested domain with the GAD was introduced at the beginning of hour 15. 

Data used for the analysis were collected beginning at hour 16 through hour 19. For the 

moderately-convective case, 𝐻! was increased to 100 W m-2 at the beginning of hour 15. 

IV. RESULTS 

Figure 2 shows 10-min average (left) 𝑈 and (right) 𝜆 profiles at 𝑧! obtained from a square 

region containing 50 gridpoints in each horizontal direction about a point centered 600 m 

directly upstream of 𝑥!, which sampled the inflow to the GAD. Each colored line depicts an 

average of 10 instantaneous profiles at 1-min intervals (proceeding temporally from dark blue, to 

light green), the thick black lines show averages over the entire four hours, the horizontal and 

vertical dashed lines correspond to 𝑧!, and the average 𝑈 from WC at 𝑧!, and 𝜆 = 270°. The top 

and bottom panels show profiles obtained from simulations using 20 and 100 W m-2, 
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respectively. The LES 𝑈 values at 80 m span a similar range of values to those observed during 

the time period. The more strongly convective case shows reduced variability in 𝑈, but increased 

variability in 𝜆, as a result of the existence of larger eddies that, although mixing momentum 

more uniformly, also more strongly influence the 10-min average values. 

 
Figure 2. Ten-min average profiles (blue-green) of  𝑈 (left) and 𝜆 (right) from LES using two 𝐻! 

values, as indicated. The thin, horizontal, gray dotted lines indicate 𝑧!, and the thin, vertical, 

gray dotted lines show the 80 m WC average value during the time period shown in Figure 1, 

and 𝜆 = 270°, respectively. The thick black lines show the four-hour average LES values. 

Two instantaneous contours of 𝑈 at 𝑧!, from the weakly (Figures 3a and 3b) and moderately 

(Figures 3c and 3d) convective simulations, indicate the spatial and temporal variability of both 

the flow field and wake characteristics. Although the wakes emanating from the GAD are clearly 
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discernible, their characteristics vary depending upon features of the background flow. Wakes 

appear to be shorter and less coherent during the moderately-convective conditions, as a result of 

the enhanced turbulent mixing and larger eddy sizes. In both cases, the wind speed deficits 

downstream from the GAD are comparable to the lowest wind speeds occurring within the 

background flow. The influence of the GAD can be better ascertained via time averaging of the 

flow field, which reduces much of the stochastic variability of the turbulent background flow. 

 
Figure 3. Instantaneous 𝑈 values at 𝑧! at the beginnings of (left) hours 17 and (right) 19, from 

the (top) weakly and (bottom) moderately convective simulations. The thin, vertical, black dotted 

line marks the position of the GAD at 𝑥 = 𝑦 = 0𝐷. 

Accordingly, Figure 4 shows four-hour average values of (left) 𝑢, (middle) 𝑣, and (right) 𝑤 in 

the 𝑦-𝑧 plane, at the first gridpoint downstream from 𝑥!, from the weakly convective case. The 
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central black dot indicates the GAD center, whereas the black dotted circle shows its perimeter. 

The gray dotted lines depict the locations of WRF’s grid cell centers. 

 
Figure 4. Four-hour averaged velocity components (left: 𝑢; middle: 𝑣; and right: 𝑤) at the 

location of the GAD in the 𝑦-𝑧 plane from the weakly convective case. The central black dot 

indicates the GAD center, whereas the black dotted circle shows its perimeter. The gray dotted 

lines depict the WRF model’s grid cells.  

The distributions are slightly asymmetric due to imperfect alignment of the flow in the normal 

direction, velocity shear in the vertical direction, and slight off-centering of the GAD in the 

vertical direction as a result of WRF’s pressure-based vertical coordinate. Values of 𝑢 show 

primarily the result of the turbine thrust, which exerts a drag force opposite the inflow direction. 

The 𝑣 and 𝑤 values show two effects: (1) flow divergence around the GAD, and (2) the torque 

imparted by the clockwise-rotating GAD, producing a counterclockwise rotation of the flow. 

The wake effects decay in the streamwise and spanwise directions, as seen in the four-hour 

averaged 𝑢 (Figures 5a and 5b) and 𝑤 (Figure 5c) velocities in the 𝑥-𝑦 and 𝑥-𝑧 planes. The thin, 

black dotted lines depict the GAD location. The wakes again appear nearly, although not 

perfectly, symmetric about the center. Slightly lower minimum 𝑢-velocities are observed below 

and to the left of the GAD, with respect to the inflow direction. The lower velocities below arise 
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as a result of slower background mean velocities approaching the surface; those for 𝑦 < 𝑦! arise 

because of the vertical velocities from the rotating wake transporting lower momentum air from 

below 𝑧! upward, whereas those on the opposite side indicate downward transport of higher-

momentum air from above 𝑧!. The slightly larger magnitude of the negative 𝑤 value for 𝑦 > 𝑦! 

relative to the positive values on the opposite side reflects the slight misalignment of the mean 

inflow with the axial direction (see Figure 2b), resulting in some horizontal momentum being 

entrained into the rotating wake at 𝑦 > 𝑦!. 

 
Figure 5. Four-hour averaged velocity components (top and middle: 𝑢; bottom: 𝑤) at (top and 

bottom) 𝑧! and (middle) 𝑦! from the weakly convective simulation. The black dotted lines show 

the position of the GAD in the 𝑥-𝑦 and 𝑥-𝑧 planes.  
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Figure 6. Four-hour averaged velocity deficits (VD) in the (upper) 𝑥-𝑦 and (lower) 𝑥-𝑧 planes, at 

𝑧! and 𝑦!, respectively. The black dotted lines in the panels show the position of the GAD, 

whereas that in the color bar indicates the zero level. Results from both the weakly (Figures 6a 

and 6c) and moderately (Figures 6b and 6d) convective simulations are shown.  

The velocity deficits (VD) imparted by the GAD onto the flow speed are shown in Figure 6. 

These values are computed from 𝑉𝐷 = 100(𝑈!"# − 𝑈!"#)/𝑈!"#, where 𝑈!"# and 𝑈!"# are four-

hour-averaged 𝑈 values computed from the same LES setup, with one LES using the GAD and 
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one without. The top two panels of Figure 6 show 𝑥-𝑦 sections at 𝑧!, whereas the bottom two 

panels show 𝑥-𝑧 sections at 𝑦!. Results from both the weakly (Figs. 6ac) and moderately (Figs. 

6bd) convective simulation are shown. Dotted lines in the panels indicate the GAD location, 

whereas the dotted line in the color bar indicates the zero level.  

The simulated wake characteristics are influenced by the different values of 𝐻!. Although the 

peak magnitudes of the wake deficits from the weakly and moderately convective simulations 

are similar, noticeable differences emerge in their spatial extents, with the moderately convective 

case producing more-rapid lateral spreading and streamwise attenuation, likely caused by 

enhanced mixing. Although the primary effect of the GAD is to retard the downstream flow, 

slight increases are observed around the perimeter of the GAD, consistent with observations 

from Bingöl et al.56 The larger increases observed beneath the rotor are hypothesized to be 

caused by (1) flow being deflected around the perimeter of the disk via pressure effects, thereby 

squeezing between the disk and the surface (as in Rajewski et al.23) and (2) the relatively lower 

ambient wind speeds near the surface, magnifying the percent change. 

V. WAKE COMPARISON WITH OBSERVATIONS 

HRDL operated continuously from 13:00 to 17:00 MST on April 22, cycling through several 

scanning modes, as described by Smalikho et al.16 and Aitken et al.17 HRDL data are used to 

estimate the wake velocity deficit, enabling comparison of results from the LES with the GAD. 

Briefly, at each range gate within each scan, a parameterized statistical model (Aster et al.60) is 

fit to the measured horizontal wind speed profile. The ambient wind field is modeled as having 

uniform speed and direction, while the wake is modeled as a Gaussian function subtracted from 

this uniform background flow. Various wake characteristics, such as the velocity deficit, are 
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determined from parameters in the statistical model, whose best-fit values are obtained using 

weighted nonlinear regression, in which observation weights are specified using the Cramer-Rao 

lower bound (Rye and Hardesty61). Further details may be found in Aitken et al.17.	  

Figure 7 shows horizontal plan-position indicator (PPI) scans of radial velocity obtained at an 

elevation angle of 2°, which intersected the turbine near 𝑧!, the location of which is shown by 

the white lines. Each PPI scan lasted approximately 20 seconds, providing a quasi-instantaneous 

snapshot of the flow field. PPI scans taken at four different times are shown, with two occurring 

during the weakly convective latter stages of the period (Figures 7a and 7b), and two from 

earlier, when the mean convection was stronger (Figures 7c and 7d). As with the snapshots from 

the LES shown in Figure 2, the nearly instantaneous wakes observed by HRDL show significant 

spatial and temporal variability during the periods depicted in Figure 7, with magnitudes similar 

to the variability of the background flow. 
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Figure 7. HRDL PPI scans of radial velocity using an elevation angle of 2°. White lines show the 

turbine location. Four scans are shown, two each occurring during the weakly convective (a and 

b) and moderately convective (c and d) portions of the time period shown in Figure 1. HRDL’s 

beam intersects the turbine approximately 45 m above the ground, and increases by about 35 m 

at 𝑥 = 10𝐷. 

VD values calculated from the HRDL data (as outlined in Aitken et al.17) are shown in Figure 8, 

which depicts the distribution of VD as a function of downwind distance from all PPI scans 

occurring between 13:00 and 17:10 MST on April 22, 2011. The black central line depicts the 

median value, whereas the shaded region indicates one standard deviation on either side. VD 
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values from the LES computed using the same algorithm as applied to the observations are also 

shown, with the blue and red lines indicating the average values from the weakly and moderately 

convective LES, respectively. 

 
Figure 8. Velocity deficit (VD) as a function of downstream distance occurring between 13:00 

and 17:10 MST on April 22, 2011. The black, bold, central line indicates median observed 

values, whereas the symmetric shaded error bars represent the standard deviation of the 

measurements. Mean VD values from the LES of weakly and moderately convective conditions 

are shown by the blue and red lines, respectively.  

The overall agreement between the LES and the observations is good, especially for the weakly 

convective conditions, with the simulations underpredicting VD values slightly, and producing 

somewhat more rapid attenuation. The moderately convective simulations also produce good 
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agreement for downstream distances less than approximately 2D, before attenuating much more 

rapidly than the observations.  

Because of the absence of direct measurements of 𝐻!, no straightforward method could be found 

to clearly separate the observations into weakly and moderately convective periods. The closer 

agreement between the weakly convective LES and the observed VD values suggests 

predominantly weak convection occurring during the time period. However, errors caused by 

both the limitations of the GAD model and the idealized setup must be acknowledged.  

VI. SUMMARY AND CONCLUSIONS 

A generalized actuator disk (GAD) wind turbine wake model was implemented into the Weather 

Research and Forecasting (WRF) model for large-eddy simulation (LES) applications.  A fine 

LES with the GAD model was nested within a courser-bounding LES, which provided turbulent 

inflow and boundary conditions. Idealized simulations were carried out using flat terrain and 

uniform forcing approximating weakly and moderately convective conditions. Simulation results 

were evaluated for physical consistency and compared with observations obtained from high-

resolution Doppler lidar (HRDL) scans taken in the presence of an operating wind turbine during 

the TWICS-2011 field experiment at the National Renewable Energy Laboratory’s National 

Wind Technology Center near Boulder, Colorado. The LES with the GAD produced results that 

were physically consistent with expected wake behavior, including reasonable rates of rotation 

and flow reduction. Velocity deficits (VD) computed from the weakly-convective LES agreed 

quite well with those obtained from the observations, with the LES producing slightly smaller 

magnitudes and more-rapid attenuation. The moderately convective LES produced similar VD 

values very close to the GAD, but featured much more-rapid attenuation with downstream 
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distance. Further investigations will be required to evaluate the changes of simulated wake 

characteristics under different stability conditions. 

As with most computational investigations of real-world phenomena, several potential sources of 

error were present in this study. The idealization of the LES setup ignored nontrivial sources of 

variability, chief among these the very complex inflow, which emanates from the Rocky 

Mountains to the west, is channeled through Eldorado Canyon, exits a dense forest canopy, and 

encounters rolling shrubland and grassy terrain during its transit to the NWTC. Given the 

complexity of the inflow, locally measured surface parameters (i.e., heat flux, roughness length) 

may be of questionable applicability to idealized LES. 

Beyond the inherent limitations of the GAD model itself, other sources of error include the use 

of imperfect turbine aerodynamic and operational parameters, which were provided as 

approximations to those of the test turbine used during the observational campaign. The 

relatively coarse mesh resolution employed during this study likewise precluded representation 

of drag from the hub and tower. Use of the Smagorinsky turbulence closure, which has been 

shown to be more strongly dissipative of smaller scales than other approaches,30,31,47 may also 

have inhibited formation of structures containing low velocities in the wakes. In addition, the 

average LES wind speeds were slightly over predicted relative to the observations, by 1.38 % 

and 1.34 %, during the weakly and moderately convective simulations, respectively. While these 

differences are quite small, as wake effects typically peak at wind speeds below rated power and 

lessen as speeds increase through Region III of the power curve,57 a slightly lower wind speed 

would show slightly larger VD values, further improving agreement with the observed values.  



26	  
	  

Nevertheless, this study demonstrates the efficacy and promise of a methodology of using WRF-

LES with GAD wind turbine wake models for conducting detailed simulations of wake effects 

and wake/turbulence interactions under increasingly realistic atmospheric forcing scenarios. 

Implementation of the GAD into the WRF model provides a flexibility to address the 

shortcomings of idealized setups by incorporating more sophisticated inflow from mesoscale 

simulations, permitting representation of important sources of variability imposed by the 

complexity of the upstream environment. Future investigations using increasingly realistic setups 

will enable further refinement of the GAD model and WRF-LES-GAD approach.  
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APPENDIX	  

Although further details of the Blade Element Momentum theory and the GAD can be found in 

the references, a brief background and details of implementation of the GAD into WRF are 

provided here. The GAD computes lift and drag forces using aerodynamic properties of the 

turbine blades and the inflow velocity at the rotor plane. Induction factors are employed to 

incorporate modifications to the flow field near the blades because of interactions with the blades 

and wake. The induction factors are obtained by equating expressions for increments of thrust, 

𝑑𝑇, and torque, 𝑑𝑀, obtained two different ways, one from consideration of the stream tubes 

intersecting the turbine and another from blade aerodynamics.  

1. Stream Tube Dynamics  

The mass flow rate within a stream tube intersecting the disk containing the rotating turbine is a 

constant, given by 𝑚 = 𝜌𝑉𝜋𝑟!, where 𝜌 is the fluid density, 𝑉 is the wind speed in the direction 

normal to the disk, and 𝑟  is the stream tube radius. An expression for 𝑑𝑇 can be obtained by 

considering the difference between the free-stream upwind velocity 𝑉!, and a reduced 𝑉! at a 

location downstream from the turbine, as shown in Figure A1. Assuming that the turbine thrust is 

the only agent responsible for this decrease yields 𝑑𝑇 = 𝑉! − 𝑉! 𝑑𝑚, where 

𝑑𝑚 = 2𝜋𝑟𝜌𝑉!𝑑𝑟          (A1) 

is the incremental change in mass flow rate per radial increment 𝑑𝑟, and 𝑉!is the stream tube 

velocity at the disk location.  



28	  
	  

The velocity normal to the disk, 𝑉!, is reduced from its upstream value as a result of the 

widening of the stream tube. This effect is accounted for via the normal induction factor 𝑎!, 

giving 

𝑉! = 𝑉!(1− 𝑎!).          (A2) 

A similar expression can be derived for the downstream velocity by equating the flow speed 

reduction with the pressure drop at the disk, found by applying Bernoulli’s equation,58 which 

gives 

𝑉! = 𝑉!(1− 2𝑎!).           (A3) 

Equations A1 through A3 can be combined to yield an equation for the incremental change in 

thrust,  

𝑑𝑇 = 4𝜌𝜋𝑟𝑎!(1− 𝑎!)𝑉!!𝑑𝑟.         (A4)  

A similar expression for 𝑑𝑀 can be obtained by taking the time rate of change of the angular 

momentum, 𝐼𝜔, for a stream tube rotating at angular velocity 𝜔 with moment of inertia  𝐼 = 𝑚𝑟!, 

giving  𝑀 = 𝑚𝑟!𝜔. Combining this result with Equations A1 and A2 yields  

𝑑𝑀 = 2𝜋𝑟!𝜌𝑉!(1− 𝑎!)𝜔𝑑𝑟.         (A5) 

Equation A5 can be cast in terms of the turbine’s rotational velocity, Ω, which induces a 

tangential velocity of 

𝑉! = Ω 1+ 𝑎! 𝑟.          (A6)  
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Here, the tangential induction factor, 𝑎!, accounts for rotation of the stream tube in the direction 

opposite that of the turbine. Positing that 𝜔 takes half of its downstream value at the location of 

the rotor disk59 yields 𝑎! = 𝜔 2Ω. Using this result with Equations A5 and A6 gives 

𝑑𝑀 = 4𝜋𝑟!𝜌𝑉!(1− 𝑎!)𝑎!Ω𝑑𝑟.        (A7)  

2. Blade Aerodynamics  

The incremental thrust and torque produced by a small annular element of the disk can be 

expressed as 

𝑑𝑇 = 𝐵𝐹!𝑑𝑟            (A8) 

and  

𝑑𝑀 = 𝐵𝐹!𝑟𝑑𝑟,          (A9)  

where 𝐵 is the number of blades and 𝐹! and 𝐹!are the normal and tangential forces, per unit 

length, obtained from  
𝐹!
𝐹!

= 𝑐𝑜𝑠  𝜓 sin𝜓
sin𝜓 −𝑐𝑜𝑠  𝜓

𝐿
𝐷 .     (A10) 

Here, 𝜓 is the advance angle of the blade with respect to the plane of rotation (see Figure A1), 

and L and D are the lift and drag forces on the blade, per unit length, given by 

𝐿 = !
!
𝜌𝑉!!𝑐𝐶!            (A11)  

and 

𝐷 = !
!
𝜌𝑉!!𝑐𝐶!,           (A12) 
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where Vr is the relative wind speed over the airfoil, 𝑐 is the chord length of the blade, and 𝐶! and 

𝐶! are the coefficients of lift and drag, respectively. Using Equations A10 through A12 in 

Equations A8 and A9 yields 

𝑑𝑇 = !
!
𝜌𝑉!!𝐵𝑐𝐶!𝑑𝑟           (A13) 

and 

𝑑𝑀 = !
!
𝜌𝑉!!𝐵𝑐𝐶!𝑟𝑑𝑟,          (A14) 

where 

𝐶!
𝐶!

= 𝑐𝑜𝑠  𝜓 sin𝜓
sin𝜓 −𝑐𝑜𝑠  𝜓

𝐶!
𝐶!

.         (A15) 

 

Figure A1. Vector wind components and angles used in blade element momentum theory and 

calculations, as described within the Appendix. The advance angle, 𝜓, is the sum of the 

hydrodynamic incidence angle, 𝛽𝑖, and the total blade twist angle, 𝜉𝑖. Both 𝛽𝑖 and 𝜉𝑖 depend upon 

the blade pitch angle 𝜑. Total blade twist angle, 𝜉𝑖, is the difference between the local blade twist 
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angle and the blade pitch angle, 𝜑. In our implementation of the GAD the blade pitch angle is a 

function of the wind speed, V1.  

Obtaining expressions for the induction factors requires expressing 𝑉! in Equations A13 and A14 

in terms of the normal and tangential velocity components given by Equations A2 and A6. 

Geometrical considerations (see Figure A1) give 

𝑉! 1− 𝑎! = 𝑉! sin𝜓         (A16) 

and 

Ω𝑟 1+ 𝑎! = 𝑉! cos𝜓.         (A17) 

Substitution of Equation A15 into Equation A13 yields 𝑑𝑇 = !
!
𝜌 𝑉!! 1− 𝑎! ! sin! 𝜓 𝐵𝑐𝐶!𝑑𝑟 

which, if equated with Equation A4, yields 

𝑎! = 1+ !!  !"#!!
!!!

!!
.          (A18) 

Here, the solidity factor 𝑠 = !"
!!"

, which accounts for the density of blades, has been used, and 

𝐹 = 𝐹!"# + 𝐹!!" =
!
!
cos!! exp −𝑓!"# + !

!
cos!! exp −𝑓!!"  accounts for vorticity 

generation at the blade tips and hub, with 𝑓!"# = 𝐵(𝑟!"# − 𝑟) 2𝑟 sin𝜓 , and 

𝑓!!" = 𝐵(𝑟 − 𝑟!!") 2𝑟 sin𝜓 . Here 𝑟!"# and 𝑟!!" are the radii of the disk and hub. 

An expression for 𝑎! can be similarly obtained using Equations A14 through A16, yielding 

𝑑𝑀 = !
!
𝜌 𝑉! 1− 𝑎! Ω(1+ 𝑎!) (sin𝜓 cos𝜓) 𝐵𝑐𝐶!𝑑𝑟, which, if equated with Equation A7, 

and incorporating 𝑠 and 𝐹, gives   
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𝑎! =
!!  !"#! !"#!

!!!
− 1

!!
.         (A19) 

The induction factors 𝑎! and 𝑎! account for modifications of 𝑉!, an unperturbed upstream value, 

as the flow approaches the disk. However, LES with the GAD explicitly resolves a reduction of 

the normal flow component approaching the disk plane (see Figures 4 through 6). The velocity 

computed at the turbine rotor location is therefore 𝑉!, and it is not necessary to explicitly 

compute the normal induction factor. Because the reduction of 𝑉! approaching the GAD is 

resolved, only the component of 𝑎! related to tip and hub losses, which are not resolved, must be 

computed. Herein, we use a value of 𝑎! = 0.02, which is nearly constant across the power curve, 

obtained as the difference between computing 𝑎! using Equation A18 with and without 𝐹. The 

tangential induction factor is computed using Eq. A19, because the effects accounted for by 𝑎! 

are not explicitly resolved. 

3. Solution Procedure 

Because the value of 𝑎! depends upon the lift and drag forces, which in turn depend on 𝑎!, we 

employ an iterative solution procedure using the following steps: 

1. Assume an initial value for 𝑎!. 

2. Obtain 𝑉! at the GAD location. 

3. Calculate 𝑉! from Equation A6.  

4. Calculate the blade pitch angle, 𝜑,  as a function of 𝑉!. 

5. Calculate the twist angle,  𝜉, as a function of radial distance from the hub center. 
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6. Calculate 𝛽 = 𝜓 − 𝜉 + 𝜑, where 𝜓 = tan!! 𝑉! 𝑉! .  

7. Calculate 𝐶! and 𝐶! as functions of 𝛽. 

8. Calculate 𝐶! and 𝐶! from Equation A15. 

9. Calculate 𝑎! from Equation A19. 

Steps 4 through 7 require information specific to the turbine and its operation. The values used 

herein were provided by the manufacturer as an approximation to those of the 2.3-MW turbine at 

the NWTC. Steps 2 through 9 are repeated until the current iteration changes 𝑎! by less than a 

threshold value of 1×10!!. Thereafter, the blade element lift and drag forces are computed from 

Equations A11 and A12, and projected onto the normal and tangential directions, with respect to 

the GAD, using Equation (A10).  Ϝ! and Ϝ! are then projected onto WRF’s 𝑥,𝑦, 𝑧  coordinates 

as 

Ϝ! = Ϝ! cosΦ+ Ϝ! sin ζ sinΦ        (A20) 

F! = F! sinΦ− F! sin ζ cosΦ        (A21) 

Ϝ! = −Ϝ! cos ζ,          (A22) 

where Φ and ζ describe the orientation of a point P on the actuator disk with respect to WRF’s 

𝑥,𝑦, 𝑧  coordinate system, as shown in Figure A2.  

Ϝ!, Ϝ! and Ϝ! are added to WRF’s momentum equations as 

!"
!"
= − !

!!"#
𝐺(𝑑!)𝐹!          (A23) 
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!"
!"
= − !

!!"#
𝐺(𝑑!)𝐹!          (A24) 

!"
!"
= − !

!!"!
𝐺(𝑑!)𝐹! .          (A25) 

 

Figure A2. Projection of axial and tangential blade forces 𝐹! and 𝐹!, onto WRF’s 𝑥,𝑦, 𝑧  

coordinate system.   

Here, the factor of 2𝜋𝑟 is the circumference of the annular element at a distance 𝑟 from the hub 

center, and 𝐺(𝑑!) =
!

! !!
exp − !!!

!!!
 applies the forces computed within the plane of the disk 

over several computational gridpoints in the normal direction, to avoid numerical instabilities 

that can arise when strong forces are applied at isolated grid points. 𝐺(𝑑!) is centered about the 

disk plane, with a width controlled by the standard deviation 𝜎, herein set to ∆𝑥. 

The present implementation of the GAD does not include a source term for subgrid TKE, as LES 

with sufficient mesh resolution to resolve the GAD should also resolve most of the TKE, with 

the subgrid component playing a minor role. Inclusion of a subgrid TKE production model is 

compatible with the existing framework.  
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FIGURE CAPTIONS 

Figure 1. Ten-min average values of 𝑈 (top), 𝜆 (upper middle), 𝑇 (lower middle) and 𝑅𝑖 

(bottom), using data at 50 and 2 m, measured between 13:00 and 17:10 MST on April 22, 2011, 

at various heights from an instrumented tower (M2) and a vertically-profiling lidar (WC) upwind 

of the turbine. The horizontal dashed lines indicate mean values. 

Figure 2. Ten-min average profiles (blue-green) of  𝑈 (left) and 𝜆 (right) from LES using two 𝐻! 

values, as indicated. The thin, horizontal, gray dotted lines indicate 𝑧!, and the thin, vertical, 

gray dotted lines show the 80 m WC average value during the time period shown in Figure 1, 

and 𝜆 = 270°, respectively. The thick black lines show the four-hour average LES values. 

Figure 3. Instantaneous 𝑈 values at 𝑧! at the beginnings of (left) hours 17 and (right) 19, from 

the (top) weakly and (bottom) moderately convective simulations. The thin, vertical, black dotted 

line marks the position of the GAD at 𝑥 = 𝑦 = 0𝐷. 

Figure 4. Four-hour averaged velocity components (left: 𝑢; middle: 𝑣; and right: 𝑤) at the 

location of the GAD in the 𝑦-𝑧 plane from the weakly convective case. The central black dot 

indicates the GAD center, whereas the black dotted circle shows its perimeter. The gray dotted 

lines depict the WRF model’s grid cells.  

Figure 5. Four-hour averaged velocity components (top and middle: 𝑢; bottom: 𝑤) at (top and 

bottom) 𝑧! and (middle) 𝑦! from the weakly convective simulation. The black dotted lines show 

the position of the GAD in the 𝑥-𝑦 and 𝑥-𝑧 planes.  

Figure 6. Four-hour averaged velocity deficits (VD) in the (upper) 𝑥-𝑦 and (lower) 𝑥-𝑧 planes, at 

𝑧! and 𝑦!, respectively. The black dotted lines in the panels show the position of the GAD, 
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whereas that in the color bar indicates the zero level. Results from both the weakly (Figures 6a 

and 6c) and moderately (Figures 6b and 6d) convective simulations are shown.  

Figure 7. HRDL PPI scans of radial velocity using an elevation angle of 2°. White lines show the 

turbine location. Four scans are shown, two each occurring during the weakly convective (a and 

b) and moderately convective (c and d) portions of the time period shown in Figure 1. HRDL’s 

beam intersects the turbine approximately 45 m above the ground, and increases by about 35 m 

at 𝑥 = 10𝐷. 

Figure 8. Velocity deficit (VD) as a function of downstream distance occurring between 13:00 

and 17:10 MST on April 22, 2011. The black, bold, central line indicates median observed 

values, whereas the symmetric shaded error bars represent the standard deviation of the 

measurements. Mean VD values from the LES of weakly and moderately convective conditions 

are shown by the blue and red lines, respectively.  

Figure A1. Vector wind components and angles used in blade element momentum theory and 

calculations, as described within the Appendix. The advance angle, 𝜓, is the sum of the 

hydrodynamic incidence angle, 𝛽𝑖, and the total blade twist angle, 𝜉𝑖. Both 𝛽𝑖 and 𝜉𝑖 depend upon 

the blade pitch angle 𝜑. Total blade twist angle, 𝜉𝑖, is the difference between the local blade twist 

angle and the blade pitch angle, 𝜑. In our implementation of the GAD, the blade pitch angle is a 

function of the wind speed, V1.  

Figure A2. Projection of axial and tangential blade forces 𝐹! and 𝐹!, onto WRF’s 𝑥,𝑦, 𝑧  

coordinate system.   

 

 


